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The Problem

Jaxon the Student Taylor the Teacher



Imagine that you’ve just 
given a test….

I’ve prepared them 
well.

My lectures were
very detailed

They’ve answered
all of my questionsTaylor the Teacher



In reality….

I’d be surprised
if this was covered
more than
once I’ve never had to

think this deeply
In lectures

Jaxon the Student

Lectures 
were so 
unengaging, 
I fell asleep



How Do We Fix 
This?

Jaxon the Student Taylor the Teacher



What if Taylor could: See how deep his 
questions were



What if Taylor could: See how much time he 
spent talking vs students



What if Taylor could: See what each person
said in the lecture



Or view a quick summary on what he taught



Or even download these insights from 
anywhere, in many different formats



What if you 
could do the 

same?



Instructors who seek 
more effective and 
efficient ways to 
analyze their teaching 
methodologies:

● Question Level 
distribution over 
time

● Amount of 
Questions asked

ClassifAI is faster than 
Manual methods of 
classroom analysis. 

In the press of a button, 
you can activate a suite 
of services, saving your 
most precious resource: 
time. 

● ClassifAI is an 
online 
video/audio 
analysis tool 

● Provides 
transcripts with 
diarization

● Questions levels 
based on Costa’s 
levels

● Summary of the 
transcript

Who What Why

Introducing ClassifAI

Manual methods of 
question analysis are:

● Time-consuming 
● May not be 

effective in 
quantifying 
metrics

● Bias?

What we do:

???? vs bias 



Costa’s Levels of Thinking

Low Level - Gathering

Define, Identify, List

Example: What’s the name of the 
compound H2O?

1

Medium Level - Processing

Compare, Contrast, Explain, Analyze

Example: What additional information is 
needed to solve this problem? .

2

High Level - Applying

Evaluate, Generalize, Imagine, Predict

Example: What significance is this 
experiment to the subject you are 
learning?

3



Clients

Dr. Michael 
Faggella-Luby

Dr. Curby 
Alexander

Dr. Liran Ma



What We Did01



Previous Iteration

● Costly API calls for every analysis

● No summarization

● Question categorization based on 

text keywords only

● Identifying only 6% of questions

● No Landing page



Milestones Completed

IN HOUSE HOSTING
AI Models are now hosted 

locally

Reducing costs
Run Faster

MORE FEATURES
Diarization, 

question categorization, 
summarization

Detailed analysis

REDESIGN
Redesigned frontend 

experience,  
Landing page

Better UI/UX



The System02



React: for
Website look
and function

Vite: build react 
code and make 
it readable by 
browser



Log In/ Sign Up

Responsible for
Login and 
sign up



Upload for analysis

Middleman, 
talks to 
Database and 
GPU Server



Upload for analysis Analyze

Creates Report



Analyze

Wait in line



Store data

Visualize

Responsible for
creating graphs 
and charts



Powered by AI - Transcription

● OpenAI’s Whisper + WhisperX (shown in 
diagram) transcribes the audio.

● Pyannote’s speaker diarization extracts speaker 
embeddings and finds the speaker of each 
segment, in parallel.



Categorization & 
Summarization

Meta LLaMA 3 8B-IT

Released April 18th, 2024

Best in its class for size



Enhancing Categorization Performance 
with ORPO Fine-Tuning



ORPO Dataset 

Prompt: 

Categorize this according to Costa’s level of reasoning:        
What is the definition of a trapezoid?

Chosen (correct) response: 

Level 1

Rejected response: 

Level 3

 

Dataset was around 600 examples from looking at client’s 
English classroom/AVID data, and used an 80/20 Train/Test 
split. Training data was augmented to around 4000 
examples.



- Question without context: 
- How do we do that?

- Level 1?  

- Question with context:
- Last class, we discussed web 

design. The challenge now is 
figuring out the most effective 
way to deploy. How do we do 
that?

- This is processing… Level 2!

- Adding more context with 
the question significantly 
improved the model’s ability 
to find the level of reasoning

- Language Models are Few 
Shot Learners 

Other  Enhancements and Insights



- After fine-tuning, the model 
was significantly more likely 
to pick the correct answer 
over the rejected answer

- Accuracy rose from 70% 
(base LLaMA 3-IT model) to 
76.1% on Test set data 

-  8.6%  increase over base 
model

- Dataset & fine-tuned model 
are available on huggingface 
for other researchers to work 
on classification, etc.

Model Performance 



Summarization

Summarization is done through the base LLaMA model. 

If the transcript is too long, we break it down into ‘chunks’ 
and summarize those



Demo03 A Look At Our Progress!



https://classifai.tcu.edu/

https://classifai.tcu.edu


User creates, views, edits account 
information



Language-Agnostic Transcription
ClassifAI supports transcription in multiple languages, even mixed languages. 

NOTE: Question categorization is trained on English questions*

Whisper supports: Afrikaans, Arabic, Armenian, Azerbaijani, Belarusian, Bosnian, Bulgarian, Catalan, Chinese, Croatian, Czech, Danish, Dutch, English, 
Estonian, Finnish, French, Galician, German, Greek, Hebrew, Hindi, Hungarian, Icelandic, Indonesian, Italian, Japanese, Kannada, Kazakh, Korean, Latvian, Lithuanian, 
Macedonian, Malay, Marathi, Maori, Nepali, Norwegian, Persian, Polish, Portuguese, Romanian, Russian, Serbian, Slovak, Slovenian, Spanish, Swahili, Swedish, Tagalog, 
Tamil, Thai, Turkish, Ukrainian, Urdu, Vietnamese, and Welsh.



Mobile Friendly



Future04 Future Iteration Improvements



Mobile Views

Tables and charts are 
still not optimized for 

mobile views

Analysis Speed

Long recordings take 
several minutes to 

analyze

Accuracy

Question Categorization 
model is still 

inconclusive and off at 
times. Confidence level

AI Mobile Speed
New Insights

Points of confusion.
Network graph to show 

interactions among 
speakers 

Insights



Lessons 
Learned05



Client

Frontend Backend

Minimize The Gap    
What they want vs what we think they want
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Thank 
you!
ClassifAI Team

https://classifai.tcu.edu/


